Allelomimetic synchronization in Merino sheep
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Changes between the inactive (resting/ruminating) and active (grazing, walking) states in groups of Merino sheep were studied in the field for different group sizes (two, four, six or eight) of either male or female animals over 6-h periods. The amount of synchrony within groups was high (60–80%) and is attributed to the mutual adjustment of behaviour by group members. To quantify this process, changes in the number of active individuals were fitted by a time homogeneous continuous time Markov chain model. We found that the probability of an individual becoming active increased with the number of active conspecifics in the group and decreased with the number of inactive conspecifics. The reverse effect was found for the probability of becoming inactive. A model of this individual decision-making process is fitted to the data and predictions of the model are shown to account for the synchrony observed within the group. Group synchronization is thus presented as a self-organized dynamic system, where collective oscillations between activity and inactivity arise stochastically from the coupling between individual Markov processes.
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Many studies of group-living animals focus on the functional benefits of finding food and sexual partners, or escaping predators (Krause & Ruxton 2002). However, there have been fewer experimental studies of how individual decision making influences group dynamics (Fernández-Juridic et al. 2006). In gregarious species, activity synchrony between group members is generally considered to be necessary for social cohesion, because the more discrepancy there is between the activities of individuals, the more likely are the groups to split up (Engel & Lamprecht 1997; Conradt & Roper 2005; Focardi & Pecchiol 2005). In the case of ruminants, individuals typically alternate between periods of activity (foraging) and inactivity (resting/rumination) and synchrony within groups has been reported (Rook & Penning 1991a; Coté et al. 1997; Michelena et al. 2006), although the degree of synchrony can vary with group composition (Conradt 1998; Ruckstuhl & Neuhaus 2002).

How individual decisions to switch between activity and inactivity influence synchrony at the group level is a central issue in understanding group dynamics. Synchrony can be achieved by two main mechanisms. First, concurrent behaviours can result from individuals responding to environmental cues (van Oort et al. 2005), for example the foraging synchrony that is commonly seen at dusk and dawn (Dudzinsky & Arnold 1979; Mayes & Duncan 1986; Rook & Penning 1991a; but see Maier & White 1998). This mechanism can operate whether the animals are able to see one other, although the synchrony is liable to be short lived (Bon et al. 2005), especially if individuals have different physiological needs (Conradt 1998). Second, synchrony can be produced by social facilitation (Clayton 1978), when individuals match their behaviour to that of other animals in the group. According to Clayton (1978), ‘... where environmental stimuli only provide gross synchrony, socially facilitated behaviour will provide finer-scale synchrony, and, what is functionally important, greater cohesion of the social group’.
some species one or two individuals in a group can act as leaders, for example chicks (Rodén & Wechsler 1998), heifers (Dumont et al. 2005) and gorillas (Watts 2000; Conradt & Roper 2005). However, in many vertebrates which live in open-membership groups, synchrony is more likely to result from imitation (Wechsler & Brodman 1996; Rajaratnam & Redman 1999) through a process called allelomimism (Scott 1956; Deneubourg & Goss 1989), which embodies the case of equally shared, mutual social facilitation (Clayton 1978). Quantifying this process requires detailed information about the behaviour of each member of the group over a significant period of time, during which the environmental conditions remain constant. Unfortunately, such data are still unattainable for wild ungulates, because of the intense monitoring required, and the difficulty of controlling environmental factors, such as the patchiness of food resources or disturbance from biting insects (Maier & White 1998; Palestis & Burger 1998).

In a previous paper (Michelena et al. 2006), we analysed data from an experiment with male, female and mixed-sex groups of Merino sheep grazing freely in small, homogenous grass plots. We tested a basic assumption of the activity budget hypothesis (Conradt 1998), that sexual segregation can result from a lack of synchrony between the sexes. We showed that pairwise synchrony was indeed higher between animals of the same sex than the opposite sex. Since synchrony between visually isolated groups was no greater than would be expected by chance, there was no evidence that environmental cues were involved. We concluded, therefore, that the activity synchrony observed within the various groups arose from allelomimism.

The data set used by Michelena et al. (2006) comprises sequences of activity and inactivity bouts, and their durations, for all individuals in each of the groups. In this paper we have focused on the data for single-sex groups and quantified group dynamics for each sex and group size. Assuming all group members to be the same, we then derived mean behaviour at the individual level. Finally, we present an individual-based model of the system which accounts for the group becoming synchronized.

**METHODS**

**Study Area, Animals and Experimental Set-up**

The study took place at the experimental farm of Domaine du Merle (5.74°E and 48.50°N) in the south of France. Data were collected from November 2003 to February 2004. Thirty four Arles Merino horned males and 32 adult oestrous-blocked females, randomly selected from a herd of 66 male and 200 female sheep, were used. All subjects were familiarized with each other in a 1-ha pasture for 5 weeks before the beginning of the experiments.

Groups were composed of two, four, six and eight individuals, all males, all females or with a sex ratio of 1:1. On each day of the experiment, one male, one female and one mixed group, all of the same group size, were allocated to three adjacent, visually isolated arenas (Fig. 1). All combinations of group size and sex ratio were replicated five times, with group sizes observed in random order within each replicate. Individuals were used once in each replicate, and allocated randomly to groups.

Each arena was a fenced circle of 25 m diameter (space allowances 245, 123, 82 and 61 m² per head for group sizes two, four, six and eight, respectively) in a field of native wet Crau meadow, mainly covered by graminoids, clover *Trifolium* sp. and plantain *Plantago lanceolata*. The animals were able to familiarize themselves with their groups from 1000 to 1700 hours in a waiting area of the same pasture, after which they were introduced into the arenas (Fig. 1). Simultaneous video recording of the three arenas took place the following day from 1000 to 1600 hours, using three digital camcorders (Sony DCR-TRV950 E) anchored at the top of a 7-m-high central tower and connected to a PowerBook laptop. The laptop was programmed to take a snapshot from each camcorder every second for 6 h (n = 3 × 21 600 snapshots/day). This high sampling frequency ensured that every behavioural event was recorded in continuous time. Further details of the experimental procedures can be found in Michelena et al. (2006).

**Data Collection**

From each of the digital snapshots (n = 1 296 000), the behaviours of individual animals were visually classified as grazing, standing, walking and lying (resting/ruminating). Unfortunately, one observation day with groups of eight animals was disturbed by hunters, and the corresponding data were consequently discarded. In addition, the behaviour of some sheep was occasionally impossible to identify for short periods (n = 560 periods, min duration = 1 s, max duration = 869 s, median = 95 s, 90% <5 min, 6% of the snapshots), hereafter referred to as...
censored time. Only the data for the single-sex groups were used in the analysis.

Variables of the Dynamics

Focusing on behaviour at the individual level, activities were described for each animal using a binary state (active versus inactive), as in previous studies (Cote et al. 1997; Ruckstuhl 1999; Sibbald et al. 2000). The active state comprised grazing, standing and walking. The inactive state comprised only lying (resting/ruminating). At any time, the individual can switch states with a given probability. This probability is expressed as a probability per unit time, that is a switch rate (in/s) that can vary with time. The individual activation rate (the rate at which the individual switches from the inactive to the active state, denoted by \( \lambda \)) is distinguished from the individual inactivation rate (the rate at which the individual switches from the active to the inactive state, denoted by \( \mu \)). The evolution of individual state is a stochastic process.

At the group level, the collective state \( S(t) \) can be described at time \( t \) by the number \( A \) of individuals which are active at that time (for a given group size \( N \), the number \( I \) of inactive individuals is always \( N - A \)). Hence, the collective state \( S(t) \) can have \( N + 1 \) values \( 0 \leq A \leq N \). Group members were said to be in concurrent states when all individuals were in the same state (either all active, \( A = N \), or all inactive, \( I = N \), i.e. \( A = 0 \)). We have quantified synchrony using a simple concurrence index \( CI \), equal to the proportion of observed time for which the group members were in concurrent states.

Since each observation period started at an arbitrary time (1000 hours), the initial condition \( S(0) \) could have taken any value of \( A \). \( S(t) \) then evolved by \( \pm 1 \) unit each time an individual switched states, as a result of stochastic individual processes. \( S(t) \) can change at any time with a given probability, expressed as a probability per unit time, that is a collective change rate (in/s). The collective activation rate (the rate at which one member becomes active, denoted by \( \Lambda \)) is distinguished from the collective inactivation rate (the rate at which one member becomes inactive, denoted by \( M \)).

Hypothesis on the Dynamics

To investigate the effect of mutual facilitation, we quantified how the collective change rates \( \Lambda \) and \( M \) were modulated by the current numbers of conspecifics active \( A \) and inactive \( I \). We first checked that these rates depended only on \( A \) and \( I \), namely that (1) they were not time dependent as long as \( A \) and \( I \) remained unchanged (a Markov property) and (2) their dependence on \( A \) and \( I \) was the same throughout the whole observation time (a time homogeneity property). In such a case, the evolution of \( S(t) \) forms a time homogeneous continuous time Markov chain (CTMC) and the collective change rates fully describe the dynamics (see Appendix). Accordingly, they are hereafter denoted by \( \Lambda(A,I) \) and \( M(A,I) \).

For a given group size (e.g. \( N = 4 \)), the process can be depicted as follows:

\[
(A, I) = (0, 4) \xrightarrow{\Lambda(0,4)} (1, 3) \xrightarrow{M(1,3)} (2, 2) \xrightarrow{\Lambda(2,2)} (3, 1) \xrightarrow{M(3,1)} (4, 0)
\]

Note that each group size \( N \) yields \( N \) collective activation rates and \( N \) inactivation rates (2\( N \) collective change rates).

Quantification of the Dynamics

We quantified the dynamics, at the collective level, separately for each sex. For each group size \( N \), the 2\( N \) collective change rates \( \Lambda(A, I) \) and \( M(A, I) \) were estimated from the observed evolution of \( S(t) \) over the full observation time \( T \) (6 h). Overall, we thus obtained \( (2 + 4 + 6 + 8) = 20 \) collective activation rates for each sex, corresponding to 20 distinct couples \( (A, I) \), and therefore 20 inactivation rates.

Assuming interchangeable individuals, we then derived the mean behaviour at the individual level. The 40 mean individual switch rates \( \lambda(A, I) \) and \( \mu(A, I) \) were derived from \( \Lambda(A, I) \) and \( M(A, I) \), after correction for the number of individuals available to make the switch. The activation rate \( \lambda(A, I) \) is corrected for the number of inactive individuals \( I = N - A \):

\[
\lambda(A, I) = \frac{\Lambda(A, I)}{I}.
\]

Correspondingly, the inactivation rate is corrected for the number of active individuals \( A \):

\[
\mu(A, I) = \frac{M(A, I)}{A}.
\]

Since \( \lambda(0, N) \) is the rate for an individual becoming active when no other animal is already active, it will be termed the spontaneous activation rate and, similarly, \( \mu(0, N) \) will be termed the spontaneous inactivation rate.

Finally, we fitted for each sex the 40 mean individual switch rates (combining group sizes) to an analytical expression which accounts for spontaneous switch rates and both the inhibitory and the stimulating effects of conspecifics, for any group size \( N \):

\[
\lambda(A, I) = \lambda_0 \beta_{-1}^{-1}(1 + \alpha_x A)
\]

\[
\mu(A, I) = \mu_1 \beta^{4-1}_{-1}(1 + \alpha_x I)
\]

The rationale for this expression is developed in the Results section. Since this expression specifies the switch rates for an individual in a group as a function of the states of the other members of the group, it embodies an individual-based model of the synchronization process.

Statistical Procedures

Collective change rates

Collective change rates \( \Lambda(A, I) \) and \( M(A, I) \) were estimated from \( S(t) \), using the package msm (Jackson et al. 2005).
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2003) and the statistical software R (R Development Core Team 2005). This package fits any CTMC by maximum-likelihood estimates of the change rates (details in Jackson 2005). The procedure handles the presence of censored times, that is when the behaviour of animals was unknown. The five replications were treated as different subjects. Note that this estimation procedure requires the Markov property and the time homogeneity property.

Markov property
To check the Markov property, we considered each collective state \((A,I)\) separately. For a given collective state \((A,I)\), a sojourn time is the duration between the time at which the group entered the state and the time the group left it, whether this change was due to an activation \((A + 1, I - 1)\) or an inactivation \((A - 1, I + 1)\). Under the Markov property, the sample of all the sojourn times in \((A,I)\) would fit an exponential distribution, indicating a constant probability per unit time to leave \((A,I)\). We used a Kolmogorov–Smirnov test (Haccou & Meelis 1992) on 24 sets of sojourn times for each sex, since there are \((N + 1)\) possible \((A,I)\) couples per group size \(N\) (two, four, six and eight). To test globally for the Markov property from this multiple test, a Holm correction was used to adjust the 24 \(P\) values (Holm 1979). The Holm correction is the Bonferroni correction modified to be valid under arbitrary assumptions. Bonferroni corrections yielded the same results.

Time homogeneity
To check for time homogeneity, we tested the effect of time elapsed since the beginning of the observation period (max time 6 h) on the sojourn times. We used an \(F\) test on the slope of the regression of the log-transformed sojourn times plotted against their starting times (Haccou & Meelis 1992). The Holm correction was applied separately for males and females, and also with all cases combined, to test for global time homogeneity.

Testing group synchrony
The proportion of time for which the group members were in concurrent states (CI) could have included periods of chance synchrony. Chance synchrony depends on the mean proportion of time that individuals spend active (Pa). Under the null hypothesis of independent behaviours, the probability density function of \(S(t)\) would follow a binomial distribution of the parameter Pa, with the number of degrees of freedom equal to the group size \((N)\). Hence, the probability of finding all individuals in concurrent states would be

\[
\text{CI}_{\text{null}} = \Pr(N \text{ active}) + \Pr(0 \text{ active}) = Pa^N + (1 - Pa)^N.
\]

Experimental values of CI were accordingly compared with the value of \(\text{CI}_{\text{null}}\) computed for a similar Pa.

Model Validation
We first validated the use of a CTMC model for the quantification of collective change rates. We then validated the individual-based model by comparing the synchrony it predicted against the synchrony observed in the field.

The collective change rates describe the instantaneous probability per unit time that \(S(t)\) changes at time \(t\). The actual evolution of \(S(t)\) over the observation period \(T\) can be summarized as the proportions of time \(\Pi_T(A), 0 < A < N\), that the group spent in each of the possible collective states \(A\). Note that \(\text{CI} = \Pi_T(0) + \Pi_T(N)\) and is a convenient way to approximate \(\Pi_T(A), 0 < A < N\). For an infinite observed time \(T\), the collective change rates \(A(A,I)\) and \(M(A,I)\) fully determine \(\Pi_T(A)\), i.e. \(\Pi_T(A) = \Pi_T^*(A)\), where \(\Pi_T^*(A)\) is the stationary distribution (see Appendix). For a finite observed time \(T\), \(\Pi_T(A)\) can also be predicted from the collective change rates, but taking into account the initial state. To test the relevance of using a CTMC model, we thus compared the distributions of time spent in each collective state computed from the experimental data \(\Pi_T(A)\) with \(\Pi_T^*(A)\). \(\Pi_T(A)\) was computed by numerical integration, with the procedure totois provided by the package msm, using the estimated collective change rates, the observed finite time \(T\) and the initial state \((A = 0, N)\). \(\Pi_T^*(A)\) was derived analytically (see Appendix).

To compare the amount of synchrony predicted by the individual-based model with the amount of synchrony observed experimentally, we built a statistical test to test the hypothesis that the experimental values of the CI could be accounted for by the model. The mean and 95% confidence interval of CI under the model hypothesis were estimated using 10,000 Monte-Carlo simulations for each combination of group size and sex, starting with a random number of active individuals. We concluded to a good agreement of the model with the data when the experimental values of CI fell within the 95% confidence interval. Simulations were performed in continuous time (not using time steps) using a dedicated R program.

RESULTS

Activity Synchrony
The mean proportion of time that sheep spent active (Pa) ranged from 60% to 80% over all groups. The animals were in concurrent states most of the time and the time needed by the whole group to shift from concurrent activity to concurrent inactivity (or back) tended to be short (Fig. 2). CIs were higher than those predicted by the null hypothesis of independent behaviours, although they decreased slightly as group size increased (Fig. 3). CIs tended to decrease less with group size in males than in females, which is consistent with the higher pairwise index of synchrony for males reported by Michelena et al. (2006).

Time Homogeneity and Markovian Property
The hypothesis of time homogeneity of sojourn times was rejected in eight cases out of 48 (four in males and four in females). After the Holm correction, only one case appeared to be time sensitive, namely when females in groups of eight were all active (adjusted-\(P = 0.016\)) (see Fig. 2). The hypothesis that sojourn times had
Markovian properties was rejected in 12 cases in male and eight in female groups. After the Holm correction, however, only four cases in males ($N = 4, A = 1, \chi^2_{31} = 0.42; N = 4, A = 3, \chi^2_{43} = 0.32; N = 6, A = 0, \chi^2_{27} = 0.44; N = 6, A = 5, \chi^2_{50} = 0.33$, adj-$P < 0.01$ in all cases) and one case in females ($N = 6, A = 5, \chi^2_{31} = 0.35$, adj-$P = 0.02$) appeared skewed towards shorter sojourn times, as evident from the negative values returned by the Barlow test applied to each (Haccou & Meelis 1992).

Collective Change Rates

The collective change rates $L(A, I)$ and $M(A, I)$ were estimated by CTMC analysis for each combination of group size and sex. To test for the robustness of these estimates, the distributions $Q_T(A)$ of the relative time spent by the groups in each collective state $A$ were compared with the distributions $Q_T(A)$ and $Q^*(A)$ predicted by the collective change rates (Fig. 4). A good agreement was found between the experimental values and the stationary distribution, especially in males. The fitted model tends, however, to predict slightly too much time with the animals all active ($A = N$) and correspondingly too little time with the animals all inactive ($A = 0$), especially in female and larger groups. Taking into account the finite time of observation, however, the two predicted distributions $Q_T(A)$ starting with all sheep active or inactive can be regarded as the limits of a confidence interval around the stationary distribution $Q^*(A)$. Figure 4 shows that the observed values for all combinations of group size and sex fall within the confidence limits, confirming the good agreement between predicted and experimental data. Consequently, estimates of mean individual switch rates $l(A, I)$ and $m(A, I)$ could be confidently derived from corresponding estimates of $L(A, I)$ and $M(A, I)$.

Individual Switch Rates

The individual activation rate $\lambda(A, I)$ increased sharply as the number of sheep already active increased (Fig. 5), a clear indication of imitation. For example, in groups of eight males, the activation rate for the last individual becoming active was about 20 times higher than that of the first one. Inactivation rates $\mu(A, I)$ increased by the same order of magnitude in relation to the number of active animals.
con specifics already inactive (Fig. 5). These effects appeared weaker in females than in males. In addition, we found that for a given number of individuals to imitate (i.e. already in the opposite state), switch rates decreased as group size increased. For example, the second individual becoming active has a lower probability of doing so in groups of two than in groups of eight. This was true in particular for spontaneous switch rates \( \lambda(0,N) \) and \( \mu(N,0) \) (Fig. 6), where there were no conspecifics to imitate. Overall, this means that activation rates were enhanced by the number of individuals already active and inhibited by the number of individuals still inactive, with the reverse true for inactivation rates.

**Individual-based Model**

This experimental quantification yielded for each sex a set of 40 mean individual switch rates \( \lambda(A,I) \) and \( \mu(A,I) \), each of which depends on the group size and combines both the enhancing and inhibiting effects mentioned above. To disentangle these two effects, we fitted an analytical expression which accounts separately for each of them, and is valid whatever the group size. As it involves only the number of active and inactive conspecifics which modulate a basic spontaneous switch rate, this expression constitutes an individual-based rationale for the decision-making process.

First, the inhibitory effect was fitted from the spontaneous rates (for which the stimulating effect does not operate). Assuming that spontaneous switches are inhibited to the same extent by all visible conspecifics in the same state \( (N-1) \), we considered a simple inhibitory proportional hazard model:

\[
\lambda(0,N) = \lambda_0 b^{N-1} \quad \mu(N,0) = \mu_1 b^{N-1} \text{ where } \beta < 1.
\]

\( \lambda_0 = \lambda(0,1) \) and \( \mu_1 = \mu(1,0) \) extrapolate spontaneous switch rates to the case of an animal in a group but behaving independently.

To estimate \( \beta \), we regressed each of the four data sets of log-transformed spontaneous rates \( \lambda(0,N) \) and \( \mu(N,0) \), for activation and inactivation in males and females, against group size \( N \). The slopes were all close to 0.8, with largely overlapping confidence intervals (males, activation: 0.75–0.93, inactivation: 0.67–0.89; females, activation: 0.60–0.92, inactivation: 0.78–0.85). The closeness of the four values, obtained independently, shows the relevance of this simple model. Consequently, for the sake of simplicity, we set \( \beta = 0.8 \) in all cases (fit shown in Fig. 6). The intercepts of the four regressions were

- **Males**: \( \lambda_0 = 9.43 \times 10^{-4}/s \quad \mu_1 = 1.77 \times 10^{-4}/s \)
- **Females**: \( \lambda_0 = 4.88 \times 10^{-4}/s \quad \mu_1 = 1.23 \times 10^{-4}/s \).

Once the spontaneous switch rates and the inhibitory effect of conspecifics in the same state had been established, the stimulating effect of conspecifics in the other state could be fitted, assuming a simple linear function of their number:

\[
\lambda(A,I) = \lambda_0 b^{I-1}(1 + a_A A) \quad \mu(A,I) = \mu_1 b^{I-1}(1 + a_I I) \quad \text{ where } a_A > 0.
\]

The two values \( a_A \) and \( a_I \) were estimated for each sex by linearly regressing \( \lambda(A,I)/\lambda_0 b^{I-1} = 1 \) against \( A \) (and correspondingly \( \mu(A,I) \) against \( I \)), with the intercept forced to 0, and heteroscedasticity corrected by weighting by the inverse of the confidence interval for \( \lambda(A,I) \) (and correspondingly \( \mu(A,I) \)). We obtained

- **Males**: \( a_A = 0.49 \quad a_I = 3.42 \)
- **Females**: \( a_A = 0.33 \quad a_I = 1.83 \).

The normality of the residuals was verified by Shapiro tests, testing the four data sets \( (a_A \) and \( a_I \) for males and females) both separately and together (all \( P > 0.4 \)).

Finally, to evaluate the overall error introduced by this two-step regression, we compared the rates computed from the fitted analytical expression with the experimental ones, combining all group sizes and sexes. The model fitted the experimental switch rates fairly well (Fig. 5, linear regression of analytical values against observed values with zero intercept: slope = 1.02 ± 0.01, \( R^2 = 0.99 \), log-transformed values).

**Model Validation**

This individual-based model was validated by a quantitative comparison between the predicted values of the CI and the experimental values.

The predicted values of CI were computed from Monte-Carlo simulations reproducing the experimental conditions (group size, sex, and observed time). A typical

---

**Figure 3.** Expected CI for groups of two, four, six or eight male or female sheep (●: mean ± SE), under the hypothesis of independent behaviours using estimated values for spontaneous switch rates (□: mean) or with all individuals initially active (■: upper limit of the 95% confidence interval), and expected CI over a 6-h period under the individual-based model hypothesis (bold dotted lines: mean values, plain lines: first and third quartiles, bold lines: 95% confidence interval).
example of the simulated evolution of the number of active sheep $S(t)$ is illustrated in Fig. 7, contrasted with the evolution that would be obtained with independent sheep (setting $\alpha = 0, \beta = 1$, so that individuals switch at spontaneous rates $\lambda_0$ and $\mu_1$). The individual-based model is clearly sufficient to produce the collective oscillations between activity and inactivity concurrence that were observed experimentally.

To test the statistical significance of the model, the mean value, quartiles and 95% confidence intervals of the expected values of CI under the model hypothesis are given in Fig. 3. In all cases, the experimental values fell within the interquartile range, so that the model hypothesis was not rejected ($P > 0.5$). This was true also for the corresponding Pa values (not shown).

Because group synchronization can also be caused by circadian cycles of activity, under the control of nonsocial factors (e.g. simultaneous activation at dawn), we estimated the expected distribution of CI when all sheep started in the same state, either active or inactive, but behaved independently thereafter. The predicted CI reached higher values when starting with all sheep active, yet only the experimental values for groups of two fell below the upper limit of the predicted confidence interval ($P < 0.05$ for $N > 2$; Fig. 3). This means that an initial synchronization, triggered by a nonsocial signal, could not account for the high levels of synchrony that were observed. This also means that the 6-h observation period was long enough for any influence of initial synchrony to disappear.

**DISCUSSION**

In this study we quantified the synchrony that emerged in groups of sheep, as a result of individual decisions to switch between activity and inactivity, as a function of the number of animals in each state. The data were obtained by continuously monitoring small groups of different sizes and sexes in small areas, with food evenly distributed and available to all individuals, thus minimizing the possibility that synchronization would be controlled by environmental cues. Sampling individual behaviour every second allowed us to study the process of synchronization in continuous time, at both the individual and group level.
The process of switching between activity and inactivity appeared to be intrinsically stochastic. We focused on the synchrony of behavioural states (active and inactive) rather than events, such as interacting or vigilance head-up, described as phasic activities by Rook & Penning (1991a), since social cohesion relies more on individuals being active and inactive at the same time, than on synchronizing their phasic activities. This justified using a CTMC framework for quantifying individual switch rates, whereas synchronization of events would have required other tools, such as a Phase Response Curve, for example Ramirez-Avila et al. (2003) for the synchronization of pulse-like flashings among fireflies and Cole (1991a, b) for short-term activity cycles in ants. This also justified adopting the CI for quantifying synchrony. The CI is not corrected for chance synchronization, but this is appropriate since social cohesion will depend on all the occasions that synchrony occurs within the group, whether they are due to chance.

**Synchronization Process**

Obviously, individual animals will switch between activity and inactivity in the absence of conspecifics, and, in the absence of external influences, the rate of switching must be governed by physiological factors such as energy requirements and time taken to process food within the gut. The so-called spontaneous switching, seen when the first animal in a group became active or inactive, is likely to have been induced by such factors. However, the decrease in the spontaneous switch rate with

---

**Figure 5.** Mean individual activation rates $\lambda(A,I)$ in (a) males and (c) females and inactivation rates $\mu(A,I)$ in (b) males and (d) females, as a function of (a, c) the number of conspecifics in the active state ($A = 0 \ldots N - 1$), or (b, d) in the inactive state ($I = 0 \ldots N - 1$), for group sizes $N = 2$, 4, 6 and 8 (presented side by side, with number of conspecifics increasing from left to right). Plain lines denote 95% confidence intervals. Bold lines correspond to the fitted model (see text).
also been found to be widespread in vertebrates, for example schooling fishes (Grünbaum et al. 2004). When behaviours are markedly stochastic, allelomimetic is a highly efficient mechanism for coordinating and synchronizing activities, since mixtures of states are very unstable.

Model Features

Analysis of the data did not lead to rejection of the Markovian hypothesis that switching rates would stay the same if the conditions did not change, in this case the states of the conspecifics. In their study of behavioural synchronization in sheep, in similar experimental conditions to ours, Rook & Penning (1991b) also found that a discrete time Markov model generally performed better than an age-dependent model to describe the time course of behaviours. Similarly, Dutilleul et al. (2000, Fig. 4), also using sheep, reported an apparently monotonous decay of the probability of leaving the current state, consistent with an exponential decay, although they wrongly attributed their survival curves to an age-dependent process. Such Markovian property is at odds with the structuring of activity into well-defined bouts, generally recognized as equivalent to meal and nonmeal periods by intake control theory. The concepts of hunger and satiety imply that the probability of an animal initiating a meal is a function of the duration of the previous nonmeal interval, that is age dependent (Tolkamp et al. 1998). However, the binary classification of behaviour in the present study is likely to mask any effects of this time dependency, since it combines ingestive behaviour with all other activities and all rumination behaviour with resting. Although hunger and satiety effects are likely to be responsible for the occurrence of so-called spontaneous switching, collective switching thereafter appears to be largely driven by allelomimetic in the short term.

As far as the individual decision-making process is concerned, the model suggests that individuals have to make a trade-off between maintaining the behaviour of conspecifics in the same state and adopting the behaviour of conspecifics in the opposite state. At present, the cognitive processes involved are unclear. The model assumes that all individuals are aware of the states of all conspecifics at any time, which is reasonable for the small groups and arenas used in this study. However, the assumption may not hold for large groups, or groups dispersed over wider areas. Sibbald et al. (2000) found that mean grazing time in small groups of sheep ($n = 10$) increased with increasing space allowance, and suggested that the cause could have been a decrease in synchronization at low space allowances, since lying sheep would not have had to move around in order to stay close to their grazing companions. However, synchronization was quantified as the overall proportion of time spent grazing together, and could simply have been a by-product rather than a cause of the differences in grazing time. An analysis of the switching rates at the beginning and ending of grazing bouts, as described in this paper, would be necessary to determine whether space allowance affected switching rates and hence the process of synchronization.

increasing group size suggested that switching is slowed down by an increasing number of individuals in the same state. Evidence of a social influence was further confirmed after the first individual had switched, as the probability per unit time of the other group members doing the same increased as a function of the number of individuals in the new state. This social influence was quantified in an individual-based model of the behavioural decision process. The proposed model meets the two basic requirements for self-organization, namely random fluctuations, embodied by spontaneous switches to activity or inactivity, and positive feedback loops, embodied by the allelomimetic enhancement of switch rates. Allelomimetic processes can produce widely different coherent behaviours, depending on the parameters and the environmental conditions (Deneubourg & Goss 1989; Camazine et al. 2001). Allelomimetic has been used to explain collective decisions in social insects, such as pheromone-based path selection in ants, where the choice of only one path drives all the workers towards the same food source (Detrain et al. 1999), or the choice of a single aggregation site by cockroaches (Janson et al. 2005). Allelomimetic has also been found to be widespread in vertebrates, for instance schooling fishes (Grünbaum et al. 2004). When behaviours are markedly stochastic, allelomimetic is a highly efficient mechanism for coordinating and synchronizing activities, since mixtures of states are very unstable.

Model Features

Analysis of the data did not lead to rejection of the Markovian hypothesis that switching rates would stay the same if the conditions did not change, in this case the states of the conspecifics. In their study of behavioural synchronization in sheep, in similar experimental conditions to ours, Rook & Penning (1991b) also found that a discrete time Markov model generally performed better than an age-dependent model to describe the time course of behaviours. Similarly, Dutilleul et al. (2000, Fig. 4), also using sheep, reported an apparently monotonous decay of the probability of leaving the current state, consistent with an exponential decay, although they wrongly attributed their survival curves to an age-dependent process. Such Markovian property is at odds with the structuring of activity into well-defined bouts, generally recognized as equivalent to meal and nonmeal periods by intake control theory. The concepts of hunger and satiety imply that the probability of an animal initiating a meal is a function of the duration of the previous nonmeal interval, that is age dependent (Tolkamp et al. 1998). However, the binary classification of behaviour in the present study is likely to mask any effects of this time dependency, since it combines ingestive behaviour with all other activities and all rumination behaviour with resting. Although hunger and satiety effects are likely to be responsible for the occurrence of so-called spontaneous switching, collective switching thereafter appears to be largely driven by allelomimetic in the short term.

As far as the individual decision-making process is concerned, the model suggests that individuals have to make a trade-off between maintaining the behaviour of conspecifics in the same state and adopting the behaviour of conspecifics in the opposite state. At present, the cognitive processes involved are unclear. The model assumes that all individuals are aware of the states of all conspecifics at any time, which is reasonable for the small groups and arenas used in this study. However, the assumption may not hold for large groups, or groups dispersed over wider areas. Sibbald et al. (2000) found that mean grazing time in small groups of sheep ($n = 10$) increased with increasing space allowance, and suggested that the cause could have been a decrease in synchronization at low space allowances, since lying sheep would not have had to move around in order to stay close to their grazing companions. However, synchronization was quantified as the overall proportion of time spent grazing together, and could simply have been a by-product rather than a cause of the differences in grazing time. An analysis of the switching rates at the beginning and ending of grazing bouts, as described in this paper, would be necessary to determine whether space allowance affected switching rates and hence the process of synchronization.

Figure 6. Estimated spontaneous activation $\lambda(0, N)$ and inactivation $\mu(N, 0)$ rates in (a) males and (b) females as a function of group sizes two, four, six and eight. Lines correspond to the fitted model (see text).
Furthermore, the tendency for animals to remain associated and match their activities with one another may vary with social relationships and between species. In the present study, for instance, males were more likely to mimic other males than females were to mimic other females, leading to greater synchrony amongst the males (Michelena et al. 2006). A previous analysis of these data showed that the mixed-sex groups were the least synchronized (Michelena et al. 2006), suggesting differential mimicking tendencies based on sex. Finally, in both sexes, inactive sheep were more effective in stimulating active sheep to become inactive (\(N = 2\)) than were active sheep in stimulating inactive sheep to become active (\(N = 2\)), suggesting differential mimicking tendencies based on state. This may indicate that individual responsiveness is under selective pressure, since group cohesion will be helped more by a mechanism which favours the synchronization of inactivity than activity. This is because inactivity occupies a smaller place in an individual’s time budget and therefore synchrony has a lower probability of occurring by chance. One would predict that such selective pressure should result in the reverse situation in animals whose time devoted to synchronized activity is shorter than to inactivity.

**CONCLUSION**

Cohesion is a prerequisite of group living, and activity synchrony is considered to be crucial for social cohesion. The analysis presented in this paper indicates that activity synchrony in grazing sheep arises from an allelomimetic synchronization process. It should be emphasized that the mechanisms involved do not require individuals to have intrinsic rhythms in order to produce an oscillating and collective synchrony. Allelomimetic modulation of switch rates is sufficient to build up oscillations between activity and inactivity concurrences at the group level, from the coupling of Markovian decisions at the individual level. It is the first ethological model, to our knowledge, to show how synchronized oscillations at the group level can emerge from nonoscillating stochastic behaviours at the individual level. These oscillation patterns might be more robust with the addition of other behavioural components known to be widespread in the animal kingdom, such as the delayed responsiveness (refractory period), often seen immediately after a switch in behaviour or as the result of satiety. Such a framework could prove fruitful for quantifying and modelling a large variety of collective oscillating behaviours, when individual stochasticity is high.

**Figure 7.** Examples of predicted numbers of active individuals (y-axis) in groups of \(N = 2, 4, 6\) or 8 male sheep, evolving in continuous time (x-axis), in the absence (a–d) and in the presence (e–h) of allelomimism.
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conditions, an analytical expression for the individuals active. Because of this sensitivity to initial conditions inactive would lead to a higher probability of which it will converge whatever the initial conditions: at the limit of infinite time, the impact of the initial

\[
\lim_{t \to \infty} \Delta_t \to 0
\]

The spontaneous inactivation rate, \( \lambda_0 \), and the spontaneous activation rate, \( \mu_1 \), are parameters that determine the probability density function of the system at time \( t \). The master equation balances for every value of \( A \), the transitions at time \( t \) leading to \( A \) from \( A-1 \) and \( A+1 \) and the transitions departing from \( A \) to \( A-1 \) and \( A+1 \) conditionally to the probabilities \( P(A) \) of finding the system in the state the transitions depart from:

\[
\frac{dP(A)}{dt} = + \text{Transitions to } A - \text{Transitions from } A
\]

Transitions to \( A = \lambda_{A-1}P(A-1) + \mu_{A+1}P(A+1) \)

Transitions from \( A = \mu_A P(A) + \lambda_A P(A) \)

This master equation is known as the forward Chapman–Kolmogorov equations and reads

\[
\frac{d\Pi^*(A,t)}{dt} = \begin{cases} P^*(0) & = -\lambda_0 P(0) + \mu_1 P(1) \\ \frac{dP(A)}{dt} & = \lambda_{A-1}P(A-1) - (\lambda_A + \mu_A)P(A) + \mu_{A+1}P(A+1) \\ \frac{dP(N)}{dt} & = \lambda_{N-1}P(N-1) - (\mu_N)P(N) \end{cases}
\]

At the equilibrium, \( \frac{d\Pi^*(A,t)}{dt} = 0 \) \( \forall A \). Since \( \Pi^* \) is a probability density function, we also have: \( \sum_{A=0}^N P(A) = 1 \). Hence, we can solve recursively and find

\[
\Pi^* = \begin{cases} P^*(0) & = \frac{1}{1 + \sum_{A=1}^N S(A)} \\ P^*(A) & = P^*(0) S(A) \\ \text{with } S(A) = \frac{\Pi^*_{A-1}}{\Pi^*_{A-1} + \lambda_0} \end{cases}
\]

Note that in the case of an isolated individual (\( N = 1 \)),

\[
\Pi^* = \begin{cases} P^*(0) & = \frac{\lambda_1}{\lambda_0 + \mu_1} \\ P^*(1) & = \frac{\lambda_0}{\lambda_0 + \mu_1} \end{cases}
\]

with \( \lambda_0 \) denoting the spontaneous activation rate, \( \mu_1 \) denoting the spontaneous inactivation rate, \( P^*(1) \) denoting the mean proportion of time spent active. Corresponding theoretical CI = \( P^*(0) \) + \( P^*(1) \) = 1, as expected.

Further details about stochastic processes can be found in Stirzaker (2005) and Ross et al. (2006).