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Abstract We examine theoretical models for circadian oscillations based on transcriptional regulation in Drosophila and Neurospora. For Drosophila, the molecular model is based on the negative feedback exerted on the expression of the per and tim genes by the complex formed between the PER and TIM proteins. For Neurospora, similarly, the model relies on the feedback exerted on the expression of the frq gene by its protein product FRQ. In both models, sustained rhythmic variations in protein and mRNA levels occur in continuous darkness, in the form of limit cycle oscillations. The effect of light on circadian rhythms is taken into account in the models by considering that it triggers degradation of the TIM protein in Drosophila, and frq transcription in Neurospora. When incorporating the control exerted by light at the molecular level, we show that the models can account for the entrainment of circadian rhythms by light-dark cycles and for the damping of the oscillations in constant light, though such damping occurs more readily in the Drosophila model. The models account for the phase shifts induced by light pulses and allow the construction of phase response curves. These compare well with experimental results obtained in Drosophila. The model for Drosophila shows that when applied at the appropriate phase, light pulses of appropriate duration and magnitude can permanently or transiently suppress circadian rhythmicity. We investigate the effects of the magnitude of light-induced changes on oscillatory behavior. Finally, we discuss the common and distinctive features of circadian oscillations in the two organisms.
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Theoretical models have long proved useful in clarifying the conditions in which periodic phenomena arise in regulated biological systems (Winfree, 1980; Goldbeter, 1996). Most models proposed so far pertain to ultradian biochemical oscillations, characterized by periods ranging from seconds to minutes, and interpret such periodic behavior in terms of limit cycle oscillations. The view that circadian rhythms represent limit cycle oscillators dates back to some four decades ago (Kalmus and Wigglesworth, 1960; Pavlidis, 1973; Winfree, 1980), before the development of studies of ultradian rhythms. Mathematical models for circadian rhythms were first of an abstract nature and were borrowed from the physical literature, as exemplified by the use of the van der Pol oscillator as an analog for circadian oscillations (Wever, 1972). This approach is still used to study the effect of light on the human circadian system (Jewett and Kronauer, 1998).

The study of models for oscillations more directly based on biochemical processes represents a complementary line of research. One of the first molecular models for biochemical rhythms, anticipating many experimental findings on circadian clock mechanisms that were later obtained, was proposed for oscillations...
resulting from negative feedback on gene expression (Goodwin, 1965). This model was subsequently used to examine properties of circadian rhythms such as phase shifting by light pulses (Drescher et al., 1982) or temperature compensation (Ruoff and Rensing, 1996).

During the past decade, thanks to genetic and biochemical studies, remarkable advances have clarified the feedback processes that control the molecular mechanism of circadian clocks, particularly in Drosophila (Rosbash, 1995), Neurospora (Crosthwaite et al., 1997), and mammals (Dunlap, 1998). Given the increasing availability of experimental data, more detailed theoretical models can now be considered for circadian rhythms. Such models based on transcriptional regulation have been proposed for circadian oscillations of the products of the per and tim genes in Drosophila (Goldbeter, 1995; Leloup and Goldbeter, 1998).

The purpose of the present article is to examine limit cycle models for circadian oscillations based on the experimental observations gathered on the molecular mechanisms of circadian rhythms in Drosophila and Neurospora. We show that the minimal form of the molecular model previously proposed for circadian oscillations in Drosophila (Goldbeter, 1995, 1996) can be used, with a few minor modifications, to account for circadian oscillations in Neurospora. Beyond differences in kinetic details, the transcriptional feedback mechanism that lies at the core of the oscillations is the same as in the Goodwin model, which was recently used to study circadian rhythms in Neurospora (Ruoff et al., 1999).

Incorporating the effect of light on the circadian mechanism allows the comparison of theoretical predictions with experimental data in regard to several properties, including oscillations in continuous darkness or light, entrainment by light-dark cycles, and phase resetting by light pulses. We discuss the usefulness of limit cycle models based on molecular mechanisms for studying the origin and the properties of circadian rhythms.

**MODELS FOR CIRCADIAN OSCILLATIONS IN DROSOPHILA AND NEUROSPORA**

Experimental observations indicate that a similar genetic control mechanism underlies circadian rhythm generation in both Drosophila and Neurospora.

In each case, it appears that circadian oscillations originate from the negative autoregulation of gene expression (Dunlap, 1998; Rosbash, 1995; Crosthwaite et al., 1997). Thus, in Drosophila, as schematized in Fig. 1 (left part), a complex formed by the proteins PER and TIM, products of the per and tim genes, migrates to the nucleus where it represses the transcription of these genes; light controls the circadian system by inducing the degradation of TIM (Zeng et al., 1996). Similarly, in Neurospora (see Fig. 1, right part), a protein known as FRQ enters the nucleus where it represses the transcription of its gene frq (Crosthwaite et al., 1997). Here, in contrast, light controls the circadian system by inducing the transcription of frq (Crosthwaite et al., 1995). The theoretical models presented below for circadian oscillations in Drosophila and Neurospora incorporate the negative autoregulatory feedback loops involving, respectively, the PER-TIM complex and FRQ, as well as the specific effects of light in these two systems.

**Model for Circadian Rhythms in Drosophila**

The first model studied for circadian oscillations in Drosophila (Goldbeter, 1995, 1996) was based on the sole negative regulation exerted by PER on the expression of the per gene. The model also incorporated the multiple phosphorylation of PER. This model was later extended to incorporate the role of the TIM protein, which forms a complex with PER (Leloup and Goldbeter, 1998). Whereas the dynamic behavior of the former model was described by a set of 5 kinetic equations, the behavior of the extended model schematized in Fig. 1 is governed by a set of 10 kinetic equations describing the time evolution of the mRNAs of per and tim, as well as the various phospho- or nonphosphorylated forms of PER and TIM and the cytosolic and nuclear forms of the PER-TIM complex (see legend to Fig. 1 and Leloup and Goldbeter, 1998, for a definition of the variables and parameters that appear in these equations):
Figure 1. (A) Scheme of the extended model for circadian oscillations in Drosophila involving negative regulation of gene expression by a complex between PER and TIM (Leloup and Goldbeter, 1998). The *per* (*M*<sub>P</sub>) and *tim* (*M*<sub>T</sub>) mRNAs are synthesized in the nucleus and transferred into the cytosol, where they accumulate at the maximum rates *v*<sub>sP</sub> and *v*<sub>sT</sub>, respectively; there they are degraded enzymatically at the maximum rates *v*<sub>mP</sub> and *v*<sub>mT</sub>, with the Michaelis constants *K*<sub>mP</sub> and *K*<sub>mT</sub>. The rates of synthesis of the PER and TIM proteins, respectively proportional to *M*<sub>P</sub> and *M*<sub>T</sub>, are characterized by the apparent first-order rate constants *k*<sub>sP</sub> and *k*<sub>sT</sub>. Parameters *V*<sub>iP</sub>, *V*<sub>iT</sub>, and *K*<sub>iP</sub>, *K*<sub>iT</sub> (i = 1,...,4) denote the maximum rate and Michaelis constant of the kinase(s) and phosphatase(s) involved in the reversible phosphorylation of *P*<sub>0</sub> (*T*<sub>0</sub>) into *P*<sub>1</sub> (*T*<sub>1</sub>) and *P*<sub>2</sub> (*T*<sub>2</sub>), respectively. The fully phosphorylated forms (*P*<sub>2</sub> and *T*<sub>2</sub>) are degraded by enzymes of maximum rates *v*<sub>dP</sub>, *v*<sub>dT</sub>, and Michaelis constants *K*<sub>dP</sub>, *K*<sub>dT</sub>, and reversibly form a complex C (with the forward and reverse rate constants *k*<sub>3</sub>, *k*<sub>4</sub>), which is transported into the nucleus at a rate characterized by the apparent first-order rate constant *k*<sub>1</sub>. Transport of the nuclear form of the PER-TIM complex (C<sub>N</sub>) into the cytosol is characterized by the apparent first-order rate constant *k*<sub>2</sub>. The negative feedback exerted by the nuclear PER-TIM complex on *per* and *tim* transcription is described by an equation of the Hill type, in which *n* denotes the degree of cooperativity, and *K*<sub>IP</sub> and *K*<sub>IT</sub> the threshold constants for repression. Light enhances the maximum rate of TIM degradation. (B) Scheme of the model for circadian oscillations in Neurospora. The model is based on the negative feedback exerted by the protein FRQ on the transcription of the *frq* gene; the rate of gene expression is enhanced by light. The model includes gene transcription in the nucleus, accumulation of the corresponding mRNA in the cytosol with the associated protein synthesis, protein transport into and out of the nucleus, and regulation of gene expression by the nuclear form of the FRQ protein in Neurospora.
We disregard in a first step the covalent modification of the protein. The minimal model for circadian oscillations of FRQ and frq mRNA in Neurospora is then governed by the following set of three kinetic equations:

\[
\frac{dC}{dt} = k_p P_t - k_p C - k_d C + k_d C_N - k_d C
\]  

(1a)

\[
\frac{dC}{dt} = k_p C - k_p C_N - k_d C_N.
\]  

(1j)

The total (nonconserved) quantity of PER and TIM proteins, \(P_t\) and \(T_t\), are given by

\[
P_t = P_a + P_t + P_c + C + C_N
\]  

(2)

\[
T_t = T_a + T_t + T_c + C + C_N.
\]  

(3)

The effect of light can be incorporated in this extended model through modulation of parameter \(v_{\text{at}}\) which measures the maximum rate of TIM degradation (Leloup and Goldbeter, 1998).

**Model for Circadian Rhythms in Neurospora**

The molecular mechanisms of circadian oscillations in *Drosophila* and *Neurospora* shown in Fig. 1 indicate that these mechanisms are closely related by the nature of the feedback loop that governs circadian rhythmicity, even if they differ by the identity of the molecules involved in the regulatory circuit. Thus, the role of the PER-TIM complex in the negative feedback on gene expression in *Drosophila* is played by FRQ in *Neurospora*. A further difference pertains to the effect of light, which controls TIM degradation in the fly (Zeng et al., 1996) and frq transcription in the fungus (Crosthwaite et al., 1995).

In view of the formal similarity between the two models of Fig. 1, it is natural to resort to similar equations in describing the molecular mechanism of circadian oscillations in the two systems. However, since no complex has been found between FRQ and a second protein in *Neurospora*, the model proposed below for the fungal circadian rhythm is closely related to the model initially proposed for the *Drosophila* rhythm based on the sole regulation by PER (Goldbeter, 1995, 1996).

In *Neurospora*, FRQ can be phosphorylated (Garceau et al., 1997), much as PER and TIM can be in *Drosophila* (Edery et al., 1994; Zeng et al., 1996). Given that the nonphosphorylated form of FRQ enters the nucleus (Garceau et al., 1997) and that oscillations can occur in the model in the absence of phosphorylation (Leloup and Goldbeter, 1998), we disregard in a first
considered by Ruoff et al. also contains three variables, but the major difference with respect to equations 4a-c is that these authors resort to a repression function characterized by a very high value of 9 for the Hill coefficient, because of the linear nature of the other terms in their equations. Moreover, for the parameter values listed in Table 1 of Ruoff et al. (1999), oscillations are (slowly) damped rather than sustained. Here, because of the nonlinear, Michaelian nature of the degradation kinetics of the protein and its mRNA, sustained oscillations can occur for much smaller values of the Hill coefficient for repression, for example, 4 or 2, and even in the absence of cooperativity of repression when the Hill coefficient is equal to unity (Leloup and Goldbeter, 1998), although cooperativity definitely favors the occurrence of sustained oscillations.

**EFFECT OF LIGHT-DARK CYCLES AND OF CONTINUOUS DARKNESS OR LIGHT**

Shown in Fig. 2A are the oscillations in total PER protein (\(P_T\)), per mRNA (\(M_p\)), and nuclear PER-TIM complex (\(C_n\)) obtained in the Drosophila model in conditions corresponding to constant darkness; such conditions are achieved in the extended model by holding parameter \(v_{st}\) at a constant, low value. Although the environmental conditions remain constant, the PER-TIM control system generates autonomous oscillations with a period close to 24 h for the set of parameter values considered. These oscillations are of the limit cycle type (see Fig. 7A below and Goldbeter, 1995, 1996). The corresponding oscillations obtained in conditions of entrainment by light-dark cycles are shown in Fig. 2B. In such conditions, parameter \(v_{st}\) varies in a square-wave manner as it increases up to a higher value during each light phase. As the duration of both the light and dark phases is equal to 12 h in the case considered (this particular light-dark cycle is denoted by 12:12 LD), the system is entrained precisely to the 24-h external periodicity.

As for the case of oscillations in Drosophila illustrated in Fig. 2A,B in conditions of constant darkness and 12:12 LD cycle, panels C and D of Fig. 2 show the corresponding oscillations produced by the model for circadian rhythms in Neurospora. Here, the parameter that varies with light is the rate of frq transcription, \(v_c\). This parameter remains at a low value during the dark phase and increases up to a higher value during the light phase. In the case considered in Fig. 2D, the system is entrained precisely to the external period equal to 24 h, whereas it produces autonomous oscillations of a period close to 21.5 h in constant darkness (Fig. 2C), as observed in the experiments (Garceau et al., 1997).

The curves in Fig. 2C indicate that the peak in total FRQ precedes by 1.1 h the peak in nuclear FRQ. A qualitatively similar phase relationship between total PER and the nuclear PER-TIM complex is obtained in the model for circadian rhythms in Drosophila (Fig. 2A). While experiments in the fly show that nuclear PER reaches its peak after the total amount of protein (Curtin et al., 1995), the situation is not fully clear in the fungus. There, the only data available so far seem to indicate that nuclear FRQ reaches its peak a few hours before total FRQ (Luo et al., 1998). Since the model predicts a different phase relationship, it would be of particular interest to determine the temporal variation of frq mRNA, of the total amount of FRQ, and of both the nuclear and cytoplasmic forms of the protein at shorter time intervals, for example, every hour, so as to characterize more precisely the phase relationships between these variables.

The circadian models proposed for the two organisms allow us to consider additional aspects of the periodic forcing of circadian clocks by LD cycles. Experiments carried out in Drosophila with 8:16, 12:12, and 16:8 LD cycles (Qiu and Hardin, 1996) have shown that the peak of per mRNA follows by about 4 h the onset of the dark phase, regardless of the relative duration of the light and dark phases in such LD cycles of 24-h period. Simulations of the extended model schematized in Fig. 1 account for such observations and indicate that the beginning of the dark phase corresponds to a drop in TIM degradation, which allows the rise in TIM; the subsequent increase in the PER-TIM complex up to the level beyond which repression occurs and mRNA begins to decrease takes the same time in all cases, hence the locking of the peak in per mRNA to the onset of the dark phase (Leloup and Goldbeter, manuscript in preparation). As shown in Fig. 3A, where three values are considered for the light-induced increase in maximum rate of TIM degradation, this result is, to a large extent, independent of the magnitude of the increase in TIM degradation triggered by light.

The situation is somewhat different in the model for Neurospora circadian rhythms. There, as shown in Fig. 3B, the phase of the entrained rhythm in frq mRNA varies with respect to the phase of the LD cycle, depending on the magnitude of the increase in...
frq transcription triggered by light. The four curves shown in Fig. 3B correspond to nearly equal increments in parameter \( v_s \). Whereas the peak in mRNA after entrainment occurs before the half of the light phase of the LD cycle at the lower values of \( v_s \), at higher values the mRNA peak shifts toward the beginning of the dark phase. In Fig. 3B, curves a and b, and curves c and d, are closer to each other than curves
b and c, which denotes a threshold in the dependence of the phase on the magnitude of the increase in \( v \) triggered by light.

The difference predicted by the models for the entrainment patterns in a 12:12 LD cycle for Drosophila and Neurospora is due to the difference in free-running period in the two organisms. This period is close to 24 h in Drosophila, whereas, in contrast, it is of the order of 21.5 h in Neurospora. The latter value differs significantly from the period of 24 h of the LD cycle, which is not the case for Drosophila. That the difference between free-running period and period of the LD cycle is indeed the cause of the distinct patterns of phase locking illustrated in panels A and B of Fig. 3 is shown by the fact that the pattern of panel B changes into that of panel A when the rhythm is entrained by a 11:11 LD cycle (the peak in mRNA then occurs near the end of the light phase). Conversely, when parameters for the Drosophila model are taken to yield a free-running period of 21.5 h, the pattern in A changes more or less into that shown in panel B: as the value of \( v \) reached during the light phase increases, the peak in mRNA shifts from the beginning of the dark phase to some 4 h thereafter.

In contrast to what is observed in constant darkness, circadian rhythms in Drosophila are damped in constant light (Qiu and Hardin, 1996). Such a situation is apparently not observed in Neurospora. These observations are accounted for by the behavior predicted in Figs. 4A and 4C, in conditions of constant light, by the models for circadian rhythms in Drosophila and Neurospora. To explore how the models can account for these observations, we have constructed bifurcation diagrams showing the domain of sustained oscillations as a function of the light-controlled parameter in each of the two models.

Thus, in panel B of Fig. 4 the domain of existence of sustained oscillations in the Drosophila model is shown as a function of the light-controlled parameter, \( v_s \). For the set of parameter values considered, sustained oscillations occur in a domain bounded by two critical values of this parameter. The vertical arrows at the bottom of the figure inside and outside this domain refer to values of \( v_s \) that could correspond, respectively, to the occurrence of sustained oscillations in continuous darkness (DD) and damped oscillations in continuous light (LL); the oscillations associated with these two values of \( v_s \) are shown in Figs. 2A and 4A, respectively.

In Neurospora, the situation might be different since available data do not allow us to conclude whether oscillations are damped in constant light. The data in Fig. 5A of Crosthwaite et al. (1995) were obtained for 36 h only and do not show any clear suppression of the oscillations by then. In case oscillations were damped in LL, the bifurcation diagram as a function of the light-controlled parameter, \( v_v \), would resemble that shown in Fig. 4B. However, for other parameter val-
ues, the model for Neurospora can also produce a bifurcation diagram such as that shown in Fig. 4D. There, oscillations are sustained in either DD or LL. In any case, the results of Fig. 4D suggest that LL should not necessarily lead to the damping of circadian oscillations, nor to a reduction in their amplitude (Peterson, 1980), even though such effects may be accounted for by the models, as shown in Fig. 4B.

**EFFECT OF LIGHT PULSES: PHASE RESETTING AND RHYTHM SUPPRESSION**

The extended model schematized in Fig. 1A has been used (Leloup and Goldbeter, 1998) to account for the altered rhythmic behavior of mutants of the Drosophila circadian clock, such as the long-period (per) and
short-period (per) mutants (Konopka and Benzer, 1971). This model also accounts for the phase response curves (PRCs) obtained experimentally for the wild type (per) and for the per mutant (Leloup and Goldbeter, 1998) in response to light. By varying the strength and the duration of the perturbation by light pulses, we used the model to generate a family of PRCs yielding the phase shift of circadian oscillations as a function of the phase at which the perturbation is applied. Obtaining such a family of curves is useful, because the effect of a light pulse remains unknown in terms of both the magnitude and the effective dura-
tion of the biochemical changes that it produces. Thus, even if a light pulse is brief, it can lead to the synthesis of an enzyme that could remain active for hours.

The best agreement with experiments (Hall and Rosbash, 1987) was found when considering that the effect of a light pulse is to double the maximum rate of TIM degradation during a period of 3 h. Shown in the left part of Fig. 5, from top to bottom, are the unperturbed oscillations of the TIM protein, and three situations marked 1-3 in which the light pulse causes, respectively, a phase delay, a phase advance, and no phase shift, depending on the phase at which the pulse is applied. The bottom panel gives the full PRC as a function of the initial phase; the initial phase of 12 h corresponds to the minimum of per mRNA oscillations. A phase delay is obtained when the light pulse is given during the rising phase of TIM, since the light-induced decrease in TIM is followed by the production of a quasi-normal peak of the protein. A phase advance occurs when the light pulse is applied near the maximum of TIM or during the decreasing phase of the protein, because the latter reaches its minimum prematurely as a result of the perturbation and is not immediately followed by the production of a significant peak. No phase shift is observed when the light pulse occurs when TIM is near its minimum, because the effect of light is then negligible.

As shown previously (see Fig. 6 in Leloup and Goldbeter, 1998), the theoretical results yield excellent agreement with experimental data obtained for the PRC in wild type *Drosophila*. The agreement between model and experiment extends to the case of the per’ mutant. The theoretical curve for this mutant is obtained by taking a larger rate of nuclear degradation of the PER-TIM complex, as suggested by experimental observations (Curtin et al., 1995). A major difference between the PRC obtained for the wild type and for the per’ mutant is the existence in the former of a much larger “dead zone” in which no significant phase shift occurs. A comparison of these curves indicates that the larger dead zone seen in the wild type could be due to the fact that TIM levels are more depressed, and during a longer time, at the trough of the oscillations in per’ than they are in per’, so that the absence of phase shift induced by light is prolonged in the wild type (Leloup and Goldbeter, 1998).

The effect of light pulses on the *Neurospora* rhythm is illustrated in the right part of Fig. 5. As for the corresponding situation in *Drosophila*, from top to bottom are the unperturbed oscillations of the *frq* mRNA (rather than the FRQ protein, because the effect of light here is to induce *frq* transcription rather than protein degradation as in *Drosophila*) and three situations marked 1-3 in which the light pulse results, respectively, in a phase advance, a phase delay, and no phase shift, depending on the phase at which the pulse is applied. The bottom panel gives the full PRC as a function of the initial phase; as indicated in the upper panel, the initial phase of 0 h corresponds to the minimum of *frq* mRNA oscillations. When the light pulse is applied near the minimum of *frq* mRNA, enhanced transcription results in the next maximum being reached prematurely. When the light pulse occurs during the rising phase of *M* and near its maximum, the resulting peak in mRNA is larger and the following minimum is lower (because of the increased level of FRQ), so that the next maximum is delayed. No phase shift occurs when the light pulse hits the system during the decreasing phase of *M*, because the light-induced increase in mRNA synthesis cannot overcome the repression exerted by the protein FRQ that is close to its maximum level.

In the model for *Drosophila*, in conditions of Fig. 4B, a stable steady state sometimes coexists with a stable limit cycle. This situation, corresponding to hard excitation, is schematized in the upper left panel in Fig. 6. Then, when delivered at the right phase, a light pulse of appropriate duration and magnitude (modeled by a transient increase in parameter $v_M$) can bring the system beyond an unstable limit cycle into the basin of attraction of the stable steady state (situation a). When the perturbation is not of appropriate magnitude and duration, or when it is not applied at an appropriate phase, limit cycle oscillations resume (situation b). Case a illustrates the suppression of rhythmic behavior. Such a suppression is permanent, in contrast to what happens when the pulse is given in the more common conditions (schematized in the upper right panel in Fig. 6) in which the stable limit cycle does not coexist with a stable steady state. If the pulse brings the system back into the vicinity of the steady state, because this state is unstable, oscillations will immediately start growing in amplitude until the limit cycle is reached again (situation c). The return to the limit cycle becomes faster when the perturbation fails to bring the system close to steady state (situation d).

The analysis of the model by computer simulations shows that permanent suppression of circadian rhythmicity in conditions of hard excitation can be achieved only during a portion of the limit cycle corresponding roughly to the rising phase of TIM. In this range, at
each phase of the oscillations, successful perturbationsto correspond to a domain in the (duration-magnitude) plane that changes with the phase at which the suppressive perturbation is applied (J.-C. Leloup and A. Goldbeter, manuscript in preparation).

The suppression of rhythmic behavior by critical perturbations has long been proposed as a way to characterize limit cycle oscillations (Winfree, 1980). Suppression of circadian rhythmicity by critical light pulses has been observed in humans (Jewett et al.,

---

**Figure 6.** Permanent or transient suppression of circadian rhythmicity by light pulses in the *Drosophila* clock model. The three panels on the left refer to the coexistence between a stable limit cycle and a stable steady state (case of hard excitation). The dashed line corresponds to an unstable limit cycle. Parameter $v_{dT}$ is increased during 2 h from the basal value of 1.3 nMh$^{-1}$ up to 4.0 (a) or 2.5 (b) nMh$^{-1}$. Initial conditions correspond to a point on the limit cycle where $M_P = 1.154; M_T = 2.293$ (in nM). Situation a corresponds to the permanent suppression of the rhythm. The three panels on the right pertain to the situation of a stable limit cycle and an unstable steady state (case of soft excitation). Parameter $v_{dT}$ is increased during 3.8 h from the basal value of 3.5 nMh$^{-1}$ up to 6.7 (c) or 5.0 (d) nMh$^{-1}$. Initial conditions correspond to a point on the limit cycle where $M_P = 1.711; M_T = 3.978$ (in nM). Situation c corresponds to transient suppression of the rhythm.
1991). It is of interest that the model for circadian rhythms in *Drosophila* can account for this kind of observation.

### PERIODIC OSCILLATIONS VERSUS CHAOS

Sustained oscillations that occur in the models for circadian rhythms in *Drosophila* and *Neurospora* are generally of a periodic nature and correspond to limit cycle oscillations (see Fig. 7, panels A and C). We have found chaotic oscillations in two different instances in these models. Thus, autonomous chaos occurs in a small region of parameter space in the model for *Drosophila* rhythms (Fig. 7B), in conditions corresponding to DD (Leloup and Goldbeter, 1999). This behavior, which corresponds to the evolution toward a strange attractor, results from the interplay between the PER and TIM branches of the feedback regulatory loop that

Figure 7. Limit cycles and strange attractors in the models for circadian oscillations in *Drosophila* (upper panels) and *Neurospora* (bottom panels). (A) Limit cycle corresponding to the sustained oscillations shown in Fig. 2A in conditions of continuous darkness. (B) Strange attractor corresponding to autonomous chaotic oscillations in conditions of continuous darkness; parameter values are as in Fig. 2 of our previous publication (Leloup and Goldbeter, 1998), with $v_{mt} = 0.35$ and $v_{dt} = 4.9$ (in nMh$^{-1}$). (C) Limit cycle corresponding to the sustained oscillations shown in Fig. 2C in conditions of continuous darkness. (D) Strange attractor corresponding to chaotic oscillations in conditions where the system governed by equations 4a-c is forced by a 12:12 LD cycle during which parameter $v_s$ varies from 1.6 in the dark phase to 4.7 (in nMh$^{-1}$) in the light phase.
lies at the core of the oscillatory mechanism. Nonautonomous chaos can also be obtained, both in the *Drosophila* and *Neurospora* models, in conditions of periodic forcing by LD cycles, as shown in Fig. 7D for the case of *Neurospora* (Gonze et al., 1999).

The physiological significance of chaotic oscillations remains questionable with regard to circadian rhythmicity, because such behavior is much less frequent than periodic oscillations in parameter space. Moreover, it is likely that chaos is not related to the phenotype of arrhythmic mutants in *Drosophila* in which the altered oscillatory properties appear to be related to the loss of functional PER or TIM proteins.

**FURTHER PROPERTIES AND EXTENSIONS OF THE MODEL FOR CIRCADIAN RHYTHMS IN DROSOPHILA**

The model for *Drosophila* circadian rhythms also allowed us to show that the phosphorylation of PER and TIM and the formation of a complex between the PER and TIM proteins favor rhythmic behavior as these processes result in the enlargement of the domain of sustained oscillations in parameter space (Leloup and Goldbeter, 1998). Finally, we examined in the simpler model based on PER alone the origin of temperature compensation (Leloup and Goldbeter, 1997). This property, by which the period remains largely independent from temperature, is characteristic of circadian rhythms and arises in the model from the antagonistic effects exerted on the period by the different kinetic parameters, which vary with temperature.

The model based on PER and TIM can further be extended by incorporating the role of newly discovered gene products. Thus, sustained oscillations are still obtained when including the CLOCK and CYCLE proteins, which behave as transcriptional activators for per and tim (Allada et al., 1998; Darlington et al., 1998; Rutila et al., 1998). In this version of the model, the PER-TIM complex binds to the CLOCK-CYCLE complex and thereby inhibits the transcription of the per and tim genes. The possibility of posttranscriptional regulation suggested by some experiments (So and Rosbash, 1997) has also been investigated; the model shows that such a regulatory mechanism can still give rise to oscillations in PER and TIM even if the negative regulation at the genetic level is impaired. Finally, the model accounts for the occurrence of sustained oscillations of PER and TIM in the presence of a constant level of per mRNA (Cheng and Hardin, 1998), but only if tim mRNA is allowed to vary. The model shows that the oscillations in tim mRNA due to the still active feedback loop involving the PER-TIM complex are sufficient to give rise to periodic behavior (Leloup and Goldbeter, manuscript in preparation).

**DISCUSSION**

The analysis of circadian rhythms in terms of limit cycle oscillations has been explored along two main lines of research during the past four decades. One approach, still being pursued fruitfully, is to resort to physical models such as the van der Pol oscillator, to address properties of circadian rhythms such as the response to light pulses. The other approach, initiated by Goodwin (1965), is to examine molecular regulatory mechanisms capable of producing sustained oscillations of the limit cycle type. Thanks to the remarkable experimental advances made in recent years on the molecular bases of circadian rhythmicity in a variety of organisms such as *Drosophila* and *Neurospora*, the study of limit cycle models based on molecular regulatory mechanisms can be developed to a point where the state variables and the biochemical parameters of circadian clocks are largely identified in molecular terms.

In this article, we have discussed such limit cycle models based on transcriptional regulation for circadian rhythms in *Drosophila* and *Neurospora*. In *Drosophila*, circadian oscillations of the PER and TIM proteins and of their mRNAs are accounted for by the extended model schematized in Fig. 1A, in which negative feedback on the expression of the per and tim genes is exerted by the PER-TIM complex. A similar model (Fig. 1B) based on the negative feedback exerted by the protein FRQ on the expression of the *frq* gene may account for the origin of circadian oscillations of FRQ and *frq* mRNA in *Neurospora*. The endogenous nature of the oscillations is reflected by the fact that they occur in constant environmental conditions, for example, DD.

The models take into account the different effects of light in the two organisms. Thus, in *Drosophila*, light induces the degradation of the TIM protein, whereas in *Neurospora* light induces the expression of the *frq* gene. As a result of this differential effect of light, the peak in per (tim) and *frq* mRNA occurs during the dark and the light phases, respectively (see Fig. 2 B,D), in agreement with experimental observations in *Droso*
Neurospora (Qiu and Hardin, 1996) and Neurospora. The difference in the effect of light also underlies the distinctive features of the PRCs that yield the phase shifts caused by light pulses in the two organisms (compare the left and right bottom panels of Fig. 5 obtained, respectively, for the Drosophila and Neurospora models).

The interest of the models is that they allow us to study in detail the relative contribution of the different molecular processes that finally shape the various types of PRCs observed in the experiments. The Drosophila model accounts well for the PRCs obtained for light pulses in both the wild type and the per’ mutant when assuming that the light pulse doubles the rate of TIM degradation during 3 h. The PRC for an inhibitor of protein synthesis in Drosophila should resemble the light PRCs shown in the left, bottom panel of Fig. 5, because decreased protein synthesis as well as light (which enhances protein degradation) both result in lowering the level of the PER-TIM complex.

The PRC for the perturbation by light in the model for Neurospora is shown in the right, bottom panel in Fig. 5. In contrast to the experimental PRC, which is of type 0 (Crosthwaite et al., 1995), the theoretical curve in Fig. 5 is of type 1, although a transition to type 0 can be observed at larger magnitudes of the effect of light on parameter \( v \). Even then, however, a dead zone, not seen in the experimental curve, remains present in the PRC predicted by the model. We are currently investigating the reason for this discrepancy. PRCs for the effect of an inhibitor of protein synthesis have been obtained in the Goodwin model by Ruoff et al. (1999); the effect of such an inhibitor in this organism is somewhat complicated by the fact that it also inhibits the degradation of the FRQ protein.

The model for Drosophila allowed us also to account for the suppression of circadian rhythmicity by a critical light pulse delivered at the appropriate phase with the appropriate duration and magnitude, as predicted on general theoretical grounds (Winfree, 1980) and shown for human circadian rhythms (Jewett et al., 1991). The phase of such critical perturbation is not unique: suppression of the rhythm in the model is observed over a portion of the limit cycle, and the duration and magnitude of the successful pulses depend on the phase at which the perturbation is applied. Suppression was achieved by taking into account the molecular effects of the light perturbation, via a transient change in TIM degradation rate.

The models can help to explain why sustained circadian oscillations occur both in DD and (but this is less clear) in LL in Neurospora (Crosthwaite et al., 1995; Garceau et al., 1997), while the oscillations are sustained in DD but damped in LL in Drosophila (Qiu and Hardin, 1996). The model for Drosophila indeed shows that circadian rhythms occur in a window bounded by two critical bifurcation values of the light-controlled parameter \( v_{di} \) (Fig. 4B). Thus, if the value of \( v_{di} \) in the dark lies within the oscillatory domain but goes out of it upon increasing during the light phase, this would explain why oscillations are sustained in DD but not in LL conditions. In contrast, the study of the model for circadian rhythms in Neurospora shows that sustained oscillations generally occur above a critical value of the light-controlled parameter \( v_c \), although for other parameter values the situation may become analogous to that seen in the Drosophila model, with the appearance of a second, larger critical value of \( v_c \), providing an upper bound for the oscillatory domain. It is, however, more difficult to obtain damping of the oscillations in constant light in the model for circadian rhythms in Neurospora than in the model for Drosophila. This difference is likely due to distinct effects of light, which enhances transcription in the former system and protein degradation in the latter.

Another conspicuous property of circadian rhythms is that their period remains largely independent from temperature. As shown by the study of other models (Ruoff and Rensing, 1996) and the model for circadian oscillations of the PER protein (Leloup and Goldbeter, 1997), this property of temperature compensation can in principle arise from the antagonistic effects exerted on the period by the different kinetic parameters of the system. The value of most parameters is expected to increase with temperature. The rise in some parameters results in an increased period while a decreased period results from the rise in other parameters. If these effects roughly counterbalance each other, the period of the rhythm will not change significantly as the temperature changes (Leloup and Goldbeter, 1997).

The model for circadian rhythms in Drosophila incorporating the formation of a PER-TIM complex is so far the most detailed in molecular terms. This model accounts for oscillations in the wild type and in several per mutants such as per’ and per’ (Leloup and Goldbeter, 1998). Further extensions of this model are presently being studied, to incorporate the possible role of posttranscriptional regulation as well as the role of recently discovered gene products such as the activators CLOCK and CYCLE, which mediate the control exerted by the PER-TIM complex on the expression of the per and tim genes.
The model for Neurospora is less detailed, if only because FRQ does not appear to form a complex with another protein to exert its negative feedback action. In its simple three-variable form obtained when disregarding FRQ phosphorylation, the model is closely related to the model proposed by Goodwin (1965) for oscillations due to negative feedback on gene expression. Ruoff et al. (1999) have recently applied the Goodwin oscillator model to determine the phase-shifting effect of pulses of cycloheximide and heat shock on the Neurospora circadian clock. Their study focuses on the effect of inhibitors of protein synthesis and degradation and does not address the control of circadian oscillations by light, which is considered in the present study.

The models show that LD cycles can have different effects on circadian oscillations, depending on the magnitude of the periodic changes in the light-controlled parameter. First, the locking phase of the oscillations was found to depend on this magnitude in the Neurospora model (Fig. 3B) more than in the model for Drosophila rhythms (Fig. 3A). Second, as the magnitude of the light-induced changes increases, quasi-periodic oscillations, entrainment to the external cycle (Fig. 2 B,D), or aperiodic oscillations in the form of chaos (Fig. 7D) can be observed. These theoretical predictions could be verified experimentally, provided that the light-induced parameter changes required can be achieved in the experiments before saturation occurs in the effects of light.

Chaos has also been found in the extended model for circadian oscillations in Drosophila (Leloup and Goldbeter, 1999). Such aperiodic oscillations, however, are autonomous since they occur in this model in constant environmental conditions corresponding to DD, as a result of asymmetries in the values of the biochemical parameters characterizing the two branches of the PER-TIM control system schematized in Fig. 1.

Recent experiments suggest that in Neurospora, besides the negative regulation exerted by FRQ on frq transcription, other, still uncharacterized biochemical processes might contribute to the occurrence of conidiation rhythmicity. Supporting such a view and pointing to a role for FRQ as a component of an input pathway to the clock are the observations of a conidiation rhythm in some FRQ-deficient mutants (Lakin-Thomas, 1998; Merrow et al., 1999). More information is needed at the molecular level before incorporating such views into models for the Neurospora circadian clock.

We focused in the present study on the modeling of circadian rhythms in Drosophila and Neurospora. Recent experimental observations indicate that the per and tim gene products are also found in mammals, including man (Tei et al., 1997; Zylka et al., 1998). This strengthens the possibility that the models proposed for Drosophila may also hold for circadian rhythms in mammals. In some mammalian species, it appears that the effect of light might nevertheless be close to that seen in Neurospora, since light induces the expression of some of the per gene homologs in mice.

In addition to the recently characterized genes mentioned above, new clock genes will undoubtedly be uncovered by future experiments. Such new players will have to be included as additional variables or parameters in molecular models for circadian rhythms. These extensions will be required to accommodate the new experimental findings and to assess in detail the relative contribution of each factor involved in the circadian oscillatory mechanism. From a qualitative viewpoint, it is likely, however, that the results of such extended models will largely remain unchanged, since limit cycle oscillations are necessarily associated (in the appropriate parameter range) with the autoregulatory oscillations in the negative feedback on gene expression found in prototypic organisms such as Neurospora and Drosophila.
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