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Abstract. In this paper we consider the optimistic approach of the
non-repudiation protocols. We study a non-repudiation protocol with
off-line trusted third party and we keep on with the definition of the
multi-party non-repudiation, compare it to multi-party fair exchange and
show some fundamental differences between these two problems. Finally,
we generalize our protocol and propose a multi-party non-repudiation
protocol with off-line trusted third party.

1 Introduction

The impressive growth of open networks during the last decade has given more
importance to several security related problems. The non-repudiation problem
is one of them. Non-repudiation services must ensure that when Alice sends
some information to Bob over a network, neither Alice nor Bob can deny having
participated in a part or the whole of this communication. Therefore a non-
repudiation protocol has to generate non-repudiation of origin evidences intended
to Bob, and non-repudiation of receipt evidences destined to Alice. In case of a
dispute (e.g. Alice denying having sent a given message or Bob denying having
received it) an adjudicator can evaluate these evidences and take a decision in
favor of one of the parties without any ambiguity.
In comparison to other security issues, such as privacy or authenticity of com-

munications, non-repudiation has not been studied intensively. However many
applications such as electronic commerce, fair exchange, certified electronic mail,
etc. are related to non-repudiation. Non-repudiation of origin can easily be pro-
vided by signing the sent information. A digital signature provides an irrefutable
non-repudiation of origin evidence: a digital signature creates a link between a
message and a public verification key. A certification authority assures the cor-
respondance between this public signature verification key and an identity. Non-
repudiation of receipt is more difficult to achieve: therefore Alice and Bob have
to follow a protocol that assures both services. Such a protocol is said to be fair
if either Alice receives a non-repudiation of receipt evidence and Bob receives a
non-repudiation of origin evidence or none of them obtains any valid evidence.



First solutions to those problems involve a trusted third party (TTP) that
acts as an intermediary between the participating entities. The major disad-
vantage of this approach is the communication bottleneck created at the TTP.
Therefore more efficient solutions have been proposed. Two different approaches
have been considered: one consists in designing protocols without a TTP, the
other tries to minimize its involvement.

The approach without TTP involvement is often based on a gradual release
of the knowledge. However it generally requires that all involved parties have the
same computational power. Another disadvantage is the important number of
transmitted messages. In [6] a protocol for digital contract signing without TTP
is proposed: the probability that the contract has been signed, is increased each
round until reaching one. The assumption of same computational power is not
needed. Another recently presented probabilistic non-repudiation protocol [13],
also succeeded in relaxing the condition on the computational power. Here the
idea is that the recipient does not know a priori which transmission will contain
the message. The probability of guessing the transmission including the message
is arbitrarily small. However to decrease the probability the number of messages
has to be increased.

The other approach, trying to minimize the TTP involvement has got more
attention in literature during the last years. Asokan et al. presented, in the
context of fair exchange, the optimistic approach[4, 1]: usually all participants
are honest and only in the case of a misbehaving party, the TTP has to be
involved. The protocols inspired by this approach are said to be protocols using
an off-line TTP.

The most complete non-repudiation protocols with off-line TTP have been
presented in [16] and independently in [12]. The optimistic approach assumes
that in general Alice and Bob are honest, i.e. they correctly follow the protocol,
and the TTP only intervenes, by the mean of a recovery protocol, when a problem
arises.

Most of the proposed non-repudiation protocols are two-party protocols. In
fair exchange first works have been done to generalize them to the case of n

participants [3, 2, 9, 5]. Considering non-repudiation protocols, the only to us
known work generalizing these protocols has been presented in [11] and concerns
a non-repudiation protocol with on-line TTP (which intervenes in each session
of the protocol, even if the parties behave correctly).

The protocol presented here considers an off-line TTP. To the best of our
knowledge, the only comparable work is the multi-party certified mail protocol
proposed by Asokan et al. in [2]. However the here proposed protocol is more
general: as it will be outlined later in more details, the certified mail protocol
only continues if the whole set of receivers is willing to do so. Our protocol leaves
the choice to the sender to finish with only the subset of the responding receivers,
or to stop in the case of a non-responding receiver, as the certified mail protocol
does.

We first remind the properties required by non-repudiation protocols. Then,
we go on presenting a two-party non-repudiation protocol with off-line TTP.



Afterwards, we define the multi-party non-repudiation problem, showing some
differences with multi-party fair exchange. The requirements of a multi-party
non-repudiation protocol are defined as well. Finally, we present a generalization
of the previously presented two-party non-repudiation protocol to the case of n

parties, using a group encryption scheme.

2 Properties

2.1 The Communication Channels

In the framework of such exchange protocols, we can distinguish three classes of
communication channels: unreliable channels, resilient channels and operational
channels. No assumptions have to be made about unreliable channels: data may
be lost. A resilient channel delivers data after a finite, but unknown amount of
time. Data may be delayed, but will eventually arrive. When using an opera-
tional channel data arrive after a known, constant amount of time. Operational
channels are however rather unrealistic in heterogenous networks.

2.2 Requirements on Non-repudiation Protocols

A first property non-repudiation protocols must provide is fairness. One can dis-
tinguish between the two notions of strong fairness and weak fairness.
A non-repudiation protocol is said to provide strong fairness if at the end of the
protocol Alice has got a complete non-repudiation of receipt evidence if and only
if Bob has got the message with a complete corresponding non-repudiation of
origin evidence.
A non-repudiation protocol provides weak fairness if either the protocol pro-
vides strong fairness, or the protocol provides evidences that can prove to an
adjudicator until which state the protocol has been executed.
A second property we require is timeliness: a protocol must be finished after

a finite amount of time for each participating entity that is behaving correctly
with respect to the protocol.
Each protocol must ensure both properties to be acceptable.

3 A Two-Party Non-repudiation Protocol with Off-line

TTP

3.1 Introduction

We will now present a two-party non-repudiation protocol with an off-line TTP
[12]. In this protocol, Alice wants to exchange a messagem and its corresponding
non-repudiation of origin evidence against a non-repudiation of receipt evidence,
issued by Bob.
This protocol results from modifications made on the Zhou-Gollman opti-

mistic protocol [18] in which an operational channel is needed between the TTP



and Alice in order to assure fairness. The here presented protocol only needs a
resilient channel between the TTP and respectively Alice and Bob. The chan-
nel between Alice and Bob may even be unreliable. The protocol is similar to
the independently developed autonomous two-party non-repudiation protocol
proposed earlier by Zhou et al. in [16].
The protocol is composed of three sub-protocols: the main protocol, the re-

covery protocol and the abort protocol. The main protocol consists of messages
exchanged directly between Alice and Bob. In case of problems during this main
protocol, two (mutually exclusive) possibilities are offered to the entities. Either
Alice contacts the TTP to abort the protocol in order to cancel the exchange,
or Alice or Bob contacts the TTP to launch the recovery protocol in order to
complete the exchange.

3.2 Notations

We use the following notation to describe the protocol:

– X → Y : transmission from entity X to entity Y

– X ↔ Y : ftp get operation performed by X at Y

– h(): a collision resistant one-way hash function
– Ek(): a symmetric-key encryption function under key k

– Dk(): a symmetric-key decryption function under key k

– SX(): the signature function of entity X

– m: the message sent from A to B

– k: the message key A uses to cipher m

– c = Ek(m): the cipher of m under the key k

– l = h(m, k): a label that, in conjunction with (A,B) uniquely identifies a
protocol run

– f : a flag indicating the purpose of a message
– EOO = SA(fEOO, B, l, h(c))
– EOR = SB(fEOR, A, l, h(c))
– Sub = SA(fSub, B, l, ETTP (k))
– EOOk = SA(fEOOk

, B, l, k)
– EORk = SB(fEORk

, A, l, k)
– RecX = SX(fRecX

, Y, l)
– Conk = STTP (fConk

, A,B, l, k)
– Abort = SA(fAbort, B, l)
– Cona = STTP (fCona

, A,B, l)

3.3 Main Protocol

The basic idea of the main protocol is to first exchange the cipher of the mes-
sage m against a receipt for this cipher. Secondly, we exchange the decryption
key against a receipt for this key. Each transmission is associated to some max-
imum time-out. Once this time-out value is exceeded the recipient supposes the
transmission will not arrive and initiates either a recovery or an abort protocol.



1. A→ B : fEOO, fSub, B, l, c, ETTP (k),EOO,Sub

2. B → A : fEOR, A, l,EOR (time-out: abort)
3. A→ B : fEOOk

, B, l, k,EOOk (time-out: recovery[X := B, Y := A])
4. B → A : fEORk

, A, l,EORk (time-out: recovery[X := A, Y := B])

Alice starts the protocol by sending the cipher of the message, as well as the
decryption key, ciphered under the public key of the TTP, to Bob. The message
does also contain Alice’s signature on the encrypted key and the hash of the
cipher. These signatures serve as evidences of origin for the ciphers. In this first
message we use two purpose flags as it conveis two proofs (EOO and Sub).
If Bob receives the first message he replies with a receipt to confirm the

arrival of the first message. This receipt contains Bob’s signature on the hash of
the cipher c and serves to Alice as an evidence of receipt for the cipher.
In the case that Alice does not receive message 2 from Bob before a given

time-out, she initiates the abort protocol. Note that Alice cannot perform a
recovery at this moment, as the recovery protocol requires EOR, the evidence of
receipt for the cipher.
If message 2 arrives to Alice before the time-out, she sends to Bob the de-

cryption key k, as well as her signature on this key. This signature is used as an
evidence of origin for the key. The evidence of origin for the cipher c, together
with the evidence of origin for the key k, form together the non-repudiation of
origin evidence of the message m.
Message 3 has to arrive to Bob before a given time-out. Otherwise Bob ini-

tiates the recovery protocol with the TTP.
If message 3 arrives in time, Bob sends a receipt for the key to Alice: his

signature on the key k. The signature serves as the evidence of receipt for the
key. Together with the evidence of receipt for the cipher c, they form the non-
repudiation of receipt evidence of the message m.
Alice may also initiate the recovery protocol with the TTP if this last message

does not arrive in time.

3.4 Recovery Protocol

To launch the recovery protocol Alice or Bob has to send to the TTP the hash
of c, the key k ciphered for the TTP, the evidence of origin for the cipher c,
EOO, the evidence of origin for the encrypted key, Sub, the evidence of receipt
for the cipher c, EOR, as well as the evidence of origin for the recovery request,
RecX (where X may take the values A or B). Note that the recovery protocol
can only be executed once per protocol run and is mutually exclusive with the
abort protocol.
By the mean of these evidences the TTP can be sure that Alice sent the

cipher c to Bob and that Bob really received it.



1. X → TTP : fRecX
, fSub, Y, l, h(c), ETTP (k),RecX ,Sub,EOR,EOO

if aborted or recovered then stop
else recovered=true
2. TTP → A : fConk

, A,B, l, k,Conk,EOR

3. TTP → B : fConk
, A,B, l, k,Conk

When the first message arrives, the TTP checks wether an abort protocol or
a recovery protocol has already been started for this protocol run: a protocol run
is uniquely identified by the label l = h(m, k) and the identities (A,B). If either
an abort or a recovery protocol has already been initiated the TTP halts. The
resilient channels assure that some message ending the protocol will eventually
arrive at X. If the TTP accepts to perform a recovery protocol, the TTP sends
to Alice the confirmation of submission of the key, as well as the evidence of
receipt for the cipher EOR. It is important to include EOR, as Bob can initiate
the recovery protocol after having received the cipher, without having sent a
receipt for it. The TTP sends to Bob the key k, as well as the confirmation of
the submission of the key, serving to Bob as an evidence of origin for k.
If the recovery protocol is executed, the key confirmation evidence Conk will

make part of the non-repudiation evidences for the message m. It is used to
replace both the evidence of origin for the key as well as the evidence of receipt
for the key.

3.5 Abort Protocol

Alice has the possibility to run an abort protocol. If she decides to do so she
sends a signed abort request, including label l, to the TTP.
If the TTP accepts the request (neither a recovery nor an abort has yet been

initiated), the TTP sends to both Alice and Bob a signed abort confirmation.

if recovered or aborted then stop
aborted=true
1. A→ TTP : fAbort, l, B,Abort

2. TTP → A : fCona
, A,B, l,Cona

3. TTP → B : fCona
, A,B, l,Cona

Note that Alice could specify a wrong B in her abort request. However this
would refer to a different protocol run—a protocol run is identified by l and
(A,B)—and would enable Bob to launch a recovery protocol.

3.6 Dispute Resolution

The non-repudiation of origin and receipt evidences for message m are the fol-
lowing :

– NRO = (EOO,EOOk) or NRO = (EOO,Conk)
– NRR = (EOR,EORk) or NRR = (EOR,Conk)



Repudiation of Origin. When Alice denies the origin of the message, Bob has
to present to the judge EOO, EOOk or Conk, l, c,m and k. The judge verifies that

– EOO = SA(fEOO, B, l, c),
– EOOk = SA(fEOOk

, B, l, k) or Conk = STTP (fConk
, A,B, l, k),

– l = h(m, k),
– c = Ek(m).

If Bob can provide all the required items and all the checks hold, the adjudicator
claims that Alice is at the origin of the message.

Repudiation of Receipt. When Bob denies receipt of m, Alice can prove his
receipt of the message by presenting EOR, EORk or Conk, l, c, m and k to a
judge. The judge verifies that

– EOR = SB(fEOR, A, l, h(c)),
– EORk = SB(fEORk

, A, l, k) or Conk = STTP (fConk
, A,B, l, k),

– l = h(m, k),
– c = Ek(m).

If Alice can present all of the items and all the checks hold, the adjudicator
concludes that Bob received the message.

3.7 Fairness and Timeliness

If Bob stops the protocol after having received the first message, Alice may
perform the abort protocol, in order to avoid Bob to initiate a recovery later. As
neither Bob nor Alice received complete evidences the protocol remains fair. If
Bob had already initiated the recovery protocol, the TTP sends all the missing
evidences to Alice and Bob. Note that the TTP also sends the EOR to Alice, as
she has not received it yet. Thus the protocol stays fair.
If Alice does perform step 3, Bob receives a complete non-repudiation of origin

evidence. There are two ways to finish the protocol: either Bob sends message
4 of the main protocol and Alice receives a complete non-repudiation of receipt
evidence or Alice performs the recovery protocol. As the channels between the
TTP and both Alice and Bob are resilient, all data sent by the TTP to Alice
and Bob eventually arrive. In both cases all entities receive valid evidences and
the protocol finishes providing fairness.
If Alice does not send message 3 during the main protocol, Alice and Bob

may initiate the recovery protocol. Fairness is still guaranteed, as during the
recovery protocol, Alice and Bob receive all expected evidences.
In the case where Alice sends a wrong key k′ either to Bob or to the TTP

(ETTP (k
′)) the evidences will not be valid as l 6= h(m, k′). If Alice also transmits

the label h(m, k′), the generated evidence will correspond to the message m′ =
Dk′(c). As m′ is the message Bob actually received, fairness is still provided.



Note that the protocol achieves strong fairness.
When looking at the timeliness, three situations may arrive: the main proto-

col ends up successfully (without any time-out); Alice aborts the protocol and
the abort confirmation signed by the TTP arrives at Alice and Bob after a fi-
nite amount of time, as the channels between the TTP and both Alice and Bob
are resilient; a recovery protocol is performed and Alice and Bob receive the
evidences after a finite amount of time because of the resilience of the channels.

4 Multi-party Non-repudiation

In literature, different kinds of multi-party fair exchange have been considered.
In [9] a classification has been proposed. One can differ between single-unit
and multi-unit exchanges. Moreover different topologies are possible: [9] and [5]
concentrated on a ring topology. Each entity ei (0 ≤ i ≤ n− 1) desires an item
(or a set of items) from entity ei¯1 and offers an item (or a set of items) to entity
ei¢1, where ¢ and ¯ respectively denote addition and subtraction modulo n.
Another topology is the more general matrix topology, where each entity may
desire items from a set of entities and offer items to a set of entities. Such
protocols have been proposed by Asokan et al. in [3] and [2].
A fundamental difference between non-repudiation and fair exchange is the

following. In non-repudiation, the originator sends some data with a non-repu-
diation of origin evidence to a recipient, who has to respond with a non-repudia-
tion of receipt evidence. The sent data is generally not known to the recipient a
priori. In a fair exchange each entity offers an a priori known item and receives
another item, also known a priori. In a multi-party fair exchange protocol one
can imagine sending an item to one entity and receiving an item from a different
one. In non-repudiation it does not make sense that one entity receives some
data and a distinct entity sends the corresponding receipt. Thus a ring topology
is not sound. The most natural and here considered generalization seems to be a
one-to-many protocol, where one entity sends a message to n−1 receiving entities
who respond to the sender. However other possibilities for generalization exist
(many-to-one, many-to-many) although they seem to be less natural.
The expectations we have towards such a protocol are rather similar to the

properties required in two-party non-repudiation. A multi-party non-repudiation
protocol is said to provide strong fairness if at the end of the protocol the sender
has got a complete non-repudiation of receipt evidence for a given recipient if
and only if this recipient has got the message with a complete corresponding
non-repudiation of origin evidence.
A multi-party non-repudiation protocol is said to provide weak fairness if either
the protocol provides strong fairness, or the protocol provides evidences that can
prove to an adjudicator until which state the protocol has been executed with
each of the receivers.
Here we can clearly see the difference with the certified mail protocol pro-

posed by Asokan et al. Their protocol requires that at the end of the protocol all
receivers have got the message with corresponding origin evidence and that the



sender has got a receipt for every receiver, or none of them gained any valuable
information. A last required property is the timeliness property, defined as for
two-party protocols.

5 A Multi-party Optimistic Non-repudiation Protocol

We propose a generalization of the presented two-party non-repudiation protocol,
using an off-line TTP. We suppose that the channels between the TTP and both
Alice and all possible receivers are resilient. The channels between Alice and any
receiver may be unreliable.

5.1 Notations

The following notation will be used:

– B: the set of receiving entities
– A⇒ B: multicast from Alice to the set of entities B
– EE(): a group encryption scheme E, that can be deciphered by each party

P ∈ E
– B′: the set of receiving entities having sent an evidence of receipt for the
cipher to Alice

– l = h(m, k): a label that in conjunction with the identity A uniquely identifies
a protocol run

– EOO = SA(fEOO,B, l, t, h(c))
– EORi = SBi

(fEOR, A, l, h(c))
– Sub = SA(fSub,B, l, ETTP (k))
– EOOk = SA(fEOOk

,B′, l, h(k))
– EORi,k = SBi

(fEORk
, A, l, h(k))

– RecX = SX(fRecX
, A,B, l)

– Conk = STTP (fConk
, A,B′, l, h(k))

– Early = STTP (fEarly, l)
– Set = SA(fSet,B

′, l)

5.2 Main Protocol

In the main protocol Alice sends a cipher of the message to all potential re-
ceivers B. Several of these receivers (B′) are sending a receipt for this cipher.
Alice continues the protocol with the receivers in B′ by sending them the key
corresponding to the cipher of message 1.

1. A⇒ B : fEOO, fSub,B, l, t, c, ETTP (k),EOO,Sub

2. Bi → A : fEOR, A, l,EORi

where Bi ∈ B and i ∈ {1, . . . , |B|}
3. A⇒ B′ : fEOOk

,B′, l, EB′(k),EOOk

4. B′
i → A : fEORk

, A, l,EORi,k

where B′
i ∈ B

′ and i ∈ {1, . . . , |B′|}



The first message destined to all receivers in B includes the label, the cipher,
as well as the key k ciphered using the public key of the TTP (this information
is used by the TTP in the case of a recovery). Alice also sends a time-out t: a
recovery may only be performed after t. If one of the receivers does not accept
the time-out he may stop the protocol.

After having sent the cipher in message 1, Alice decides of the moment to
continue the protocol. All receipts arriving after this moment are not considered
any more, without any risk for the receivers of losing fairness. To realize a service
similar to the certified mail presented in [2], Alice may stop the protocol if not
all of the receivers in B have answered.
Afterwards, when Alice sends the deciphering key it is crucial that only the

recipients in B′ receive it. Therefore we need to use a cipher (this is not needed
in a two-party protocol). In order to cipher only once and to use multicasting,
Alice uses a group encryption scheme. The idea is that the key can be ciphered
in a way such that only recipients B′

i ∈ B
′ can decipher it. Examples of such

ciphering methods can be found in [8] and [10].

5.3 Recovery Protocol

At each moment during the main protocol Alice and Bob have the possibility
to launch the recovery protocol with the TTP. The recipients in B′ launch a
recovery if Alice does not multicast the ciphered key; Alice initiates the recovery
protocol, if not all recipients in B′ send a receipt for the ciphered key.

1. X → TTP : fRecX
, fSub, A,B, l, t, h(c), ETTP (k),RecX ,Sub,EOO

if recovered then
TTP → X : fConk

, A,B′, l, EB′(k, STTP (k)),Conk

else if before t then
TTP → X : fEarly,Early

else
recovered=true
2. TTP ↔ A : fSet,B

′, l,Set

3. TTP → A : fConk
, A,B′, l,Conk

4. TTP ⇒ B′ ∪ {X}\{A} : fConk
, A,B′, l, EB′(k, STTP (k)),Conk

Before t (t is specified by Alice during the first message in the main protocol
and it is resent together with Alice’s signature during the recovery request) the
recovery cannot be initiated.

If someone tries to execute a recovery before t, which is resent together with
Alice’s signature during the recovery request, the TTP sends a message to notify
that the recovery cannot yet be initiated.

When the recovery protocol is initiated the first time after t, the TTP uses
ftp get to fetch the set B′ at Alice. For this purpose Alice maintains a read-only



accessible directory containing the set of users and her signature on this set. If
the directory is not accessible the TTP supposes B′ = ∅.

As soon as the TTP made the ftp get on Alices’s public directory, Alice
considers that a recovery is in execution and stops execution of the main protocol.
Otherwise a malicious Bi could be inserted in B

′ after the ftp get, and Bi could
benefit of a race condition to cheat Alice.

Now the TTP sends to Alice the confirmation of receipt of the key that may
be used to substitute EORi,k for all i such that Bi ∈ B

′. The TTP sends to all
receiver Bi ∈ B

′ the confirmation of the key, that substitutes EOOk, as well as
the signed key ciphered for B′ using a group encryption scheme.

If a receiver Bi 6∈ B
′ wants to perform a recovery, after the recovery has

already been performed for the first time (the TTP uniquely identifies each
protocol run by l and A), the TTP sends to this entity the same message as to
each Bi ∈ B

′. This message is however useless as k has been ciphered for the set
B′ and only informs the recipient that he does not belong to this set.

5.4 Dispute Resolution

At the end of a successful protocol execution, each recipient Bi ∈ B
′ and Alice

receive the following non-repudiation of origin respectively receipt evidence for
message m:

– NRO = (EOO,EOOk) or NRO = (EOO,Conk)

– NRRi = (EORi,EORi,k) or NRR = (EORi,Conk)

Two kinds of disputes can arise: repudiation of origin and repudiation of
receipt. Repudiation of origin arises when a recipient Bi claims having received
a message m from Alice, who denies having sent it. Repudiation of receipt arises
when Alice claims having sent a message m to a recipient Bi who denies having
received it.

Repudiation of Origin. When Alice denies the origin of the message, Bi has
to present to the judge EOO, EOOk or Conk, l, m, k, B and B

′.

The message m and the key k have to be sent to the judge via a secure
channel, for example using encryption. Otherwise a recipient Bi ∈ B\B

′ can
recover the transmission. If any of these informations cannot be provided the
recipient’s claim is rejected.

The judge validates the recipient’s claim if he can successfully verify that:

– EOO = SA(fEOO,B, l, h(c)) after having computed c = Ek(m) and h(c),

– EOOk = SA(fEOOk
,B′, l, h(k)) or Conk = STTP (fConk

, A,B′, l, k),

– l = h(m, k).



Repudiation of Receipt. When Bi denies receipt ofm, A can prove his receipt
of the message by presenting EORi, EORi,k or Conk, l, m, k and B′ to a judge.
As above a secure channel is needed to transmit m and k.

To accept Alice’s claim, the judge verifies that

– EORi = SBi
(fEOR, A, l, h(c)) after having computed c = Ek(m) and h(c),

– EORk = SBi
(fEORk

, A, l, h(k)) or Conk = STTP (fConk
, A,B′, l, h(k)),

– l = h(m, k).

5.5 Fairness and Timeliness

Our generalized protocol provides strong fairness. In fact when the main protocol
ends without problems, the non-repudiation evidences have been exchanged and
all receivers in B′ got the message m. When a problem arises both Alice and
Bob can initiate the recovery protocol at each moment following the transmission
of message 1. As outlined in the previous section, Alice maintains a read-only
accessible directory that is consulted by the TTP during the recovery to get the
description of the set B′. The TTP then sends the missing evidences to both
Alice and the entities in B′.

If Alice tries to cheat by submitting a wrong key k′, the generated evidences
will not be valid as l 6= h(m, k′). If Alice also transmits l = h(m, k′), the evidences
will be generated for the message m′ = Dk′(c) and Alice can only prove that

Bi received m′. Alice could also try to cheat by publishing a wrong set B̃′.
Publishing a set smaller than B′ does not provide an advantage as Alice would
not receive the confirmation of receipt of the key for the entities in B′\B̃′. If B̃′

is bigger than B′, Alice would harm herself as all the entities in B̃′\B′ receive
k with a confirmation of origin for k, while Alice does not have an evidence of
receipt for the cipher of those entities. Hence Alice does not have any interest in
publishing a different set.

Now consider a scenario where at the second step several receivers send the
evidence of receipt. After a fixed amount of time, Alice continues the protocol.
Now, if a group of late receipts arrive at Alice, she will possess an evidence of
receipt for the cipher c from these receivers. However fairness is not threatened
by this scenario as Alice will not receive a confirmation of the receipt for the
key from those entities. If Alice would include these receivers in B′, they would
also receive k and the corresponding evidences of origin. So strong fairness is
still provided.

We shall now show that timeliness is also respected. Alice has two possi-
bilities: either she finishes the main protocol or she has to initiate a recovery
protocol. The timeliness in the later case is assured by the resilient channels.
A recipient Bi can either finish the main protocol or launch a recovery. If he
launches a recovery several cases may arise. He may be too early (before t) and
he has to relaunch the recovery after t (t has been known a priori when the
recipient agreed to continue the protocol). When Bi successfully initiates the



protocol, the TTP will send him the ciphered key with the corresponding con-
firmation of origin. As the channels between the TTP and Bi ∈ B are resilient
the protocol finishes after a finite time preserving timeliness.

6 Conclusion

We have defined multi-party non-repudiation and presented a generalization of
an optimistic two-party non-repudiation protocol to an n-party non-repudiation
protocol. To the best of our knowledge this is the first optimistic multy-party
non-repudiation protocol. We have shown that the generalized protocol provides
strong fairness and respects timeliness.
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